**What is Kubernetes networking?**

Kubernetes networking is the mechanism by which different resources within and outside your cluster are able to communicate with each other. Networking handles several different scenarios which we’ll explore below, but some key ones include communication between Pods, [communication between Kubernetes Services](https://spacelift.io/blog/kubernetes-service), and handling external traffic to the cluster.

Because Kubernetes is a distributed system, the network plane spans across your cluster’s physical Nodes. It uses a virtual overlay network that provides a flat structure for your cluster resources to connect to.

Below is an example of a Kubernetes networking diagram:

![kubernetes networking diagram example](data:image/png;base64,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)

The Kubernetes networking implementation allocates IP addresses, assigns DNS names, and maps ports to your Pods and Services. This process is generally automatic—when using Kubernetes, you won’t normally have to manage these tasks on your network infrastructure or Node hosts.

At a high level, the Kubernetes network model works by allocating each Pod a unique IP address that resolves within your cluster. Pods can then communicate using their IP addresses, without requiring [NAT](https://www.cisco.com/c/en/us/products/routers/network-address-translation.html) or any other configuration.

This basic architecture is enhanced by the [Service](https://kubernetes.io/docs/concepts/services-networking/service) model, which allows traffic to route to any one of a set of Pods, as well as control methods, including[network policies](https://kubernetes.io/docs/concepts/services-networking/network-policies) that prevent undesirable Pod-to-Pod communications.

**What is the difference between physical/VM networking and Kubernetes networking?**

Kubernetes networking takes familiar networking principles and applies them to Kubernetes cluster environments. Kubernetes networking is simpler, more consistent, and more automated when compared to traditional networking models used for physical devices and VMs.

Whereas you’d previously have to manually configure new endpoints with IP addresses, firewall port openings, and DNS routes, Kubernetes provides all this functionality for your cluster’s workloads.

Developers and operators don’t need to understand how the network is implemented to successfully deploy resources and make them accessible to others. This simplifies setup, maintenance, and continual enforcement of security requirements by allowing all management to be performed within Kubernetes itself.

**What is the difference between Docker networking and Kubernetes networking?**

Kubernetes uses a flat networking model that’s designed to accommodate distributed systems. All Pods can communicate with each other, even when they’re deployed to different physical Nodes.

As a single-host containerization solution, [Docker takes a different approach to networking](https://spacelift.io/blog/docker-networking). It defaults to joining all your containers into a bridge network that connects to your host. You can create other networks for your containers using a variety of network types, including bridge, host (direct sharing of your host’s network stack), and overlay (distributed networking across Nodes, required for [Swarm](https://docs.docker.com/engine/swarm) environments).

Once they’re in a shared network, Docker containers can communicate with each other. Each container is assigned a network-internal IP address and DNS name that allows other network members to reach it. However, Docker does not automatically create port mappings from your host to your containers—you must [configure these](https://docs.docker.com/network/#published-ports) when you start your containers.

In summary, **Docker and Kubernetes networking have similarities, but each is adapted to its use case**. Docker is primarily concerned with single-node networking, which the bridged mode helps to simplify, whereas Kubernetes is a naturally distributed system that requires overlay networking.

This difference is apparent in how you prevent containers from communicating with each other: to stop Docker containers from interacting, you must ensure they’re in different networks. This contrasts with Kubernetes, where all Pods are automatically part of one overlay network, and traffic through the network is controlled using policy-based methods.

**Kubernetes networking architecture**

As we’ve mentioned, Kubernetes networking has a fundamentally flat structure with the following characteristics:

* All Pods are assigned their own IP addresses.
* Nodes run a root network namespace that bridges between the Pod interfaces. This allows all Pods to communicate with each other using their IP addresses, regardless of the Node they’re scheduled to.
* Communication does not depend on Network Address Translation (NAT), reducing complexity and improving portability.
* Pods are assigned their own network namespaces and interfaces. All communications with Pods go through their assigned interfaces.
* The cluster-level network layer maps the Node-level namespaces, allowing traffic to be correctly routed across Nodes.
* There’s no need to manually bind Pod ports to Nodes, although this is possible when required by assigning Pods a [hostPort](https://kubernetes.io/docs/concepts/configuration/overview/" \l "services" \t "_blank).

These concepts make Kubernetes networking predictable and consistent for both cluster users and administrators. The model imposed by Kubernetes ensures that all Pods can reliably access network connectivity without requiring any manual configuration.

**How Kubernetes allocates pod IP addresses**

Kubernetes allocates IP addresses to Pods using the [Classless Inter-Domain Routing (CIDR)](https://aws.amazon.com/what-is/cidr) system. This notation defines the subnet of IP addresses that will be available for use by your Pods. Each Pod is allocated an address from the CIDR range that applies to your cluster. You’ll need to specify the permitted CIDR range when you configure a new cluster’s networking layer.

Many Kubernetes networking plugins also support [IP Address Management (IPAM)](https://en.wikipedia.org/wiki/IP_address_management) functions, so you can manually assign IP addresses, prefixes, and pools. This facilitates advanced management of IP addresses in more complex networking scenarios

**How DNS works in Kubernetes clusters**

Kubernetes clusters include built-in DNS support. [CoreDNS](https://kubernetes.io/docs/tasks/administer-cluster/coredns" \t "_blank) is one of the most popular Kubernetes DNS providers; it comes enabled by default in many[Kubernetes distributions](https://spacelift.io/blog/install-kubernetes).

Kubernetes automatically assigns DNS names to Pods and Services in the following format:

* **Pod** – pod-ip-address.pod-namespace-name.pod.cluster-domain.example (e.g. 10.244.0.1.my-app.svc.cluster.local)
* **Service** – service-name.service-namespace-name.svc.cluster-domain.example (e.g. database.my-app.svc.cluster.local)

The applications running in your Pods should usually be configured to communicate with Services using their DNS names. Names are predictable, whereas a Service’s IP address will change if the Service is deleted and then replaced.

**Kubernetes network isolation with Network Policies**

Kubernetes defaults to allowing all Pods to communicate with each other. This is a security risk for clusters used for several independent apps, environments, teams, or customers.

[Kubernetes Network Policies](https://spacelift.io/blog/kubernetes-network-policy) are API objects that let you define the permitted ingress and egress routes for your Pods. The following simple example defines a policy that blocks traffic to Pods labeled app-component: database, unless the origin Pod is labeled app-component: api:

apiVersion: networking.k8s.io/v1

kind: NetworkPolicy

metadata:

name: database-network-policy

namespace: default

spec:

podSelector:

matchLabels:

app-component: database

policyTypes:

- Ingress

ingress:

- from:

- podSelector:

matchLabels:

app-component: api

Creating network policies for all your Pods [is good Kubernetes practice](https://spacelift.io/blog/kubernetes-best-practices). They prevent compromised Pods from directing malicious traffic to neighbors in your cluster.

**Types of Kubernetes networking and examples**

Kubernetes clusters need to handle several types of network access:

* **Pod-to-Pod communication**
* **Service-to-Pod communication**
* **External communication to services**

Each scenario uses a slightly different process to resolve the destination Node and Pod.

**1. Pod-to-Pod (same Node)**

Communication between two Pods running on the same Node is the simplest situation.

The Pod that initiates the network communication uses its default network interface to make a request to the target Pod’s IP address. The interface will be a virtual ethernet connection provided by Kubernetes, usually called eth0 on the Pod side and veth0 on the Node side. The second Pod on the Node will have veth1, the third Pod veth2, and so on:

* **Pod 0** — 10.244.0.1, veth0
* **Pod 1** — 10.244.0.1, veth1
* **Pod 2** — 10.244.0.2, veth2

The Node side of the connection acts as a network bridge. Upon receiving the request for the target Pod’s IP, the bridge checks if any of the devices attached to it (which are the Pod network interfaces veth0, veth1, and veth2, etc.) have the requested IP address:

Incoming Request: 10.244.0.1

Devices on the bridge:

Pod 0 – 10.244.0.1, veth0

Pod 1 – 10.244.0.1, veth1

Pod 2 – 10.244.0.2, veth2

Matching device: veth1

If there’s a match, then the data is forwarded to that network interface, which will belong to the correct Pod.

**2. Pod-to-Pod (different Nodes)**

Communication between Pods on different Nodes isn’t much more complex.

First, the previous Pod-to-Pod flow is initiated, but this will fail when the bridge finds none of its devices have the correct IP address. At this point, the resolution process will fall back to the default gateway on the Node, which will resolve to the cluster-level network layer.

Each Node in the cluster is assigned a unique IP address range; this could look like the following:

* **Node 1** – All Pods have IP addresses in the range 10.244.0.x
* **Node 2** – All Pods have IP addresses in the range 10.244.1.x
* **Node 3** – All Pods have IP addresses in the range 10.244.2.x

Thanks to these known ranges, the cluster can establish which Node is running the Pod and forward the network request on. The destination Node then follows the rest of the Pod-to-Pod routing procedure to select the target Pod’s network interface.

(Node 1) Incoming Request: 10.244.1.1

(Node 1) Devices on the bridge:

Pod 0 – 10.244.0.1, veth0

Pod 1 – 10.244.0.1, veth1

Pod 2 – 10.244.0.2, veth2

(Node 1) No matching interface, fallback to cluster-level network layer

(Cluster) Node IP ranges:

Node 1 – 10.244.0.x

Node 2 – 10.244.1.x

Node 3 – 10.244.2.x

(Cluster) Matching Node: Node 1; forward request

(Node 1) Devices on the bridge:

Pod 0 – 10.244.1.1, veth0

Pod 1 – 10.244.1.1, veth1

Pod 2 – 10.244.1.2, veth2

(Node 1) Matching device: veth1

The network connection is established to the correct Pod network interface on the remote Node. It’s notable that no NAT, proxying, or direct opening of ports was required for the communication, because all Pods in the cluster ultimately share a flat IP address space.

**3. Service-to-Pod**

Service networking results in multiple Pods being used to handle requests to one IP address or DNS name. The Service is assigned a virtual IP address that resolves to one of the available Pods.

Several different [service types](https://kubernetes.io/docs/concepts/services-networking/service/#publishing-services-service-types) are supported, giving you options for a variety of use cases:

* **ClusterIP** – ClusterIP services expose the service on an IP address that’s only accessible within the cluster. Use these services for internal components such as databases, where the service is exclusively used by other Pods.
* **NodePort** – The service is exposed on a specified port on each Node in the cluster. Only one service can use a given NodePort at a time.
* **LoadBalancer** – Exposes the service externally using a Load Balancer that’s provisioned in your cloud provider account. (This service type is discussed in more depth below.)

Requests to services are proxied to the available Pods. The proxying is implemented by [kube-proxy](https://kubernetes.io/docs/reference/command-line-tools-reference/kube-proxy" \t "_blank), a Node-level control plane process that runs on each Node. Three different [proxy modes](https://kubernetes.io/docs/reference/networking/virtual-ips/#proxy-modes) are supported to change how the request is forwarded:

* **iptables** – Forwarding is configured using [iptables](https://linux.die.net/man/8/iptables) rules.
* **ipvs** – [Netlink](https://man7.org/linux/man-pages/man7/netlink.7.html" \t "_blank) is used to configure IPVS forwarding rules. Compared to iptables, this provides more traffic balancing options, such as selecting the Pod with the fewest connections or shortest queue.
* **kernelspace** – This option is used on Windows Nodes; it configures packet filtering rules for the Windows Virtual Filtering Platform (VFP), which is comparable to Linux’s iptables.

Once kube-proxy has forwarded the request, the network communication to the Pod proceeds as for a regular Pod-to-Pod request. The proxy step is only required to select a candidate Pod from those available in the Service.

**4. External-to-Service**

External traffic to Kubernetes clusters terminates at Services, within the cluster-level network layer. Direct internet access to Nodes isn’t possible by default.

Services are exposed by assigning them one or more [externalIPs](https://kubernetes.io/docs/tutorials/stateless-application/expose-external-ip-address" \t "_blank) (an IP that’s publicly accessible outside the cluster), or by using the [LoadBalancer service type](https://spacelift.io/blog/kubernetes-load-balancer" \t "_blank). The latter is the preferred approach; it uses your cloud provider’s API to provision a new load balancer infrastructure resource that routes external requests into your cluster.

When a load balancer is used, the load balancer’s IP address will map to the service that created it. When traffic enters the cluster, Kubernetes selects the matching service, then uses the Service-to-Pod flow described above to proxy the network request to a suitable Pod.

Most real-world external access is handled using [Ingress objects](https://spacelift.io/blog/kubernetes-ingress). These use one service to route HTTP traffic to other services in your cluster. A single Load Balancer service receives all the traffic, evaluates your Ingress rules, and then directs the request to the correct application service based on characteristics such as the HTTP URL, method, and host.

**How Kubernetes networking is implemented**

Kubernetes defines the networking functionality that a cluster requires, but it doesn’t include a built-in implementation. All the features discussed above are provided by [Container Network Interface (CNI)](https://kubernetes.io/docs/concepts/extend-kubernetes/compute-storage-net/network-plugins) plugins. You have to manually install a CNI plugin when you set up a new Kubernetes cluster from scratch [using Kubeadm](https://spacelift.io/blog/install-kubernetes#how-to-set-up-kubernetes-cluster-with-kubeadm).

The CNI model improves modularity in the Kubernetes ecosystem. Different plugins offer unique combinations of features to accommodate a wide range of use cases and environments. Any CNI plugin will provide the standard set of Kubernetes networking features but can also expand on them, such as by integrating with other network technologies and services.

Some of the most popular CNI plugin options include:

[**Flannel**](https://github.com/flannel-io/flannel)

Flannel is developed by CoreOS. It aims to provide a simple CNI implementation with the fundamental features required by Kubernetes. Flannel is lightweight and easy to install and configure, making it a great option for local clusters and testing environments. However, Network Policies aren’t supported, so Flannel is unsuitable for production use unless you add a separate network policy controller.

[**Calico**](https://docs.tigera.io/calico/latest/getting-started/kubernetes)

Calico is a popular networking solution with support for several environments, including in Kubernetes as a CNI plugin. It’s widely adopted, proven, and capable of offering datacenter-level performance so it’s ready to support large-scale Kubernetes deployments.

[**Cilium**](https://cilium.io/)

Cilium is developed by the Linux kernel team. It uses [eBPF filtering rules](https://ebpf.io/" \t "_blank) to configure traffic flows on your hosts. Cilium supports all CNI features and can integrate with other CNI plugins. There’s also support for networking multiple independent clusters together.

[**Weave Net**](https://www.weave.works/oss/net)

Weaveworks’ Weave Net is a simple networking solution with support for several infrastructure types, including Kubernetes clusters. It prioritizes simplicity, providing a zero-configuration setup experience for quick and easy deployments.

In addition to these general-purpose options, specialized CNI implementations are also available for more specific situations. You can find a non-exhaustive list of currently known plugins in the [CNI documentation](https://www.cni.dev/docs).

**Key Points**

Kubernetes networking consists of a flat overlay network that all Pods automatically join. Pods can communicate with each other using their auto-assigned in-cluster addresses and DNS names.

For practical use, Pods that run network services should be exposed using a Kubernetes Service, which provides a single IP address and DNS name to route traffic to multiple Pods. This ensures the service can be scaled up with additional replicas while also providing the possibility of external access.

In this article, we’ve covered the fundamental Kubernetes networking architecture, how it’s implemented, and how the main cluster networking scenarios are achieved. You should now understand more about how Kubernetes networking works and what happens behind the scenes when you create a new Pod or Service.

Need a way to visualize your Kubernetes networking services and enforce guard rails? Check out [Spacelift](https://spacelift.io/" \t "_blank), our CI/CD-driven IaC management platform with Kubernetes environment support. Spacelift lets you apply policies, approval flows, and rules that prevent infrastructure misconfigurations, such as by requiring that all Kubernetes Pods are network-isolated using a Network Policy.